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My goal is to build interactive AI systems that can help people with real-world tasks, such
as enabling robots to perform household tasks based on language instruction “Wash my clothes,”
or allowing digital assistants to help blind people with real visual challenges by talking with them.
To build systems like these, I perform interdisciplinary research spanning the intersection of
computer vision, natural language processing, and robotics. My research focuses on grounding:
connecting language with perception (mostly vision) and action, enabling machines to understand
the semantics of the physical world. By integrating insights from these diverse disciplines, I seek
to advance the development of AI agents that can see, talk, and act, thereby contributing to
solutions for pressing societal needs and pushing the boundaries of AI capabilities.

Vision is one of the most essential modalities of human intelligence. To bridge the gap between
vision and language, I have developed visually grounded interactive systems that can con-
tinuously communicate with humans about images [1, 2, 3]. A major bottleneck in training these
systems is the difficulty of scaling visually grounded conversation data. To tackle this
challenge, I have introduced a new approach that automatically generates synthetic dialogue data
regarding millions of images obtained from the Web. By leveraging synthetic data to train visually
grounded dialogue systems, I have found that they produce accurate and robust responses about
images when talking with humans. I have extended the image-based systems to video-based
interactive systems [4]. We proposed a methodology for effectively fusing temporal and spatial
information grounded in language, considering the unique properties of video data.

Young children learn about the semantics of the physical world not only through perception
but also by manipulating their perception through interaction with the environment [5]. This
view has helped me to extend visually grounded systems to embodied AI systems [6, 7, 8]
that perform real-world tasks through language interaction with humans. My work has focused
on language-guided robotic manipulation, where a physical robot arm should manipulate
objects based on natural language instruction from human users. I have studied a new scenario in
which the initial instruction is ambiguous without mentioning the target object. The embodied
system should disambiguate the target object by seeing and talking with users. My work success-
fully executes real-world tasks with minimal interaction with humans.

1. Visually-grounded interaction with language

I have worked towards modeling visually grounded dialogue systems that can continuously commu-
nicate with humans about images. In addition to the challenge of grounding vision and language,
these systems should hold a meaningful dialog history with humans in natural language about
visual content. One of the critical problems in training visual dialog systems is the difficulty of
scaling human-to-human visual dialog data. To this end, I introduced a semi-supervised learning
approach, called Generative Self-Training (GST) [1], to scale data without human annotation. The
key idea of GST is to generate synthetic dialog data for unlabeled Web images and train models
on the data. I have shown that synthetic data makes significant performance gains on visual
dialog [9]. Moreover, the use of synthetic data improves robustness against adversarial attacks.

I have also addressed the problem of visual reference resolution, where visual dialog systems
should resolve ambiguous expressions in human utterances (e.g., “What color is it?”) and ground
them to a given image. I have proposed attention-based methods [3, 2] that effectively retrieve rele-
vant dialog history to clarify ambiguous expressions. They have demonstrated strong performance
improvements over the prior art.
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2. Embodied AI

Another big theme of my research is embodied interaction in real-world environments. I have
worked on language-conditioned robotic manipulation, where embodied agents (i.e., robots) ma-
nipulate objects based on natural language instructions from humans. A typical scenario of this
problem specifies the category of the target object in instructions. Inspired by the fact that hu-
mans often convey their intended meanings by relying on context, I have introduced a new task
and corresponding dataset to study the task [6]. The goal of the task is for robots to pick up the
desired object in the given scene, but the language instructions are ambiguous (e.g.,“I’m thirsty.”).
Therefore, the agents should interact with humans by asking questions to disambiguate the target
object. Based on the task setup, we propose a new embodied system that effectively interprets
the user’s intention and picks up the target object. The key mechanism of our system is deter-
mining one target object among candidates based on how well each object candidate explains the
human-AI conversation, which we call pragmatic inference. We showcase that pragmatic inference
helps identify the target object correctly with minimal human-AI interaction.

When deploying real-world embodied systems, we often witness some components, like vision
models, struggle to perform in real-world environments due to the distributional shift. However,
collecting real-world data for domain adaptation is expensive. I have investigated a lifelong learn-
ing framework [7] that enables models to adapt to the real-world environment without human
supervision. In my work, the visual grounding model was found to be vulnerable to the domain
shift, so I have proposed a method that automatically generates language instructions to the given
scene to adapt the model.

3. Other work

In a separate line of research, I have studied two computer vision projects. The first work [10] is
about reducing the texture bias of ConvNets in image classification. We propose a shape-focused
augmentation, demonstrating its efficacy in robust visual representation learning. In another
work [11], we investigate a new approach for synthesizing high-quality images using only a few
image samples. The key idea was to bridge the gap between the source and target domain via
contrastive learning, and it significantly improved performance on few-shot image generation.

4. Future research plans

Embodied foundation models. My short-term research plan is to develop foundation models
for embodied AI that can perform diverse real-world tasks, including robotic manipulation and
navigation. To achieve this, combining vision, language, and low-level control is a fundamental
challenge. Existing approaches address this challenge by training language-conditioned visuomo-
tor policies. However, they require copious amounts of human-annotated data to learn simple
robotic tasks (e.g., pick & place objects). Accordingly, I am excited to study an approach that
trains language-conditioned visuomotor policies in a sample-efficient manner.

Lifelong multimodal learning. Unlike current AI models, humans continuously learn their
grounded models of the world. By taking inspiration from humans, my long-term research will
explore lifelong learning models capable of continuous learning and adaptation in dynamic envi-
ronments. These models should evolve their capabilities by circumventing catastrophic forgetting
when exposed to new data or tasks. I am excited to study new paradigms for training lifelong
multimodal models, enabling them to expand their grounded knowledge over time.
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